Bioinformatics— Lecture Notes
Announcements
Remember: Project Proposas are due April 11.
Class 21 — April 2, 2002 -
A. Phylogenetic Trees— Maximum Likelihood Approaches continues

Felsengtein’ s method is amethod that is mathematically sound, however, if
the number of species (taxa) gets large, it istoo computationdly expensve.
An dternative is quartet puzzling developed by Hasdler. It isbased on
Felsengtein’s method for 4-taxon trees (quartet trees).

1. Quartet Puzzling
This method can be broken down into 3 steps:

i) Givenntaxa, computeg g:L maximumtlikelihood trees for
4y 4(n- 4)

al possble quartets.

ii) Combine the quartet trees into a n-taxon tree, that preserves (or at least
triesto) the neighbor reations of dl quartet trees. Thisisthe quartet
puzzing step.

iil) Repeat gepsi) and i) many times and output the mgjority consensus
tree. The consensus tree might be multifurcating rather than
bifurcating.

Before we discuss these steps, we should cover some priminary
discusson. Let t isan unrooted binary phylogenetic tree and let {a,b,c,d} be
any quartet tree of sublabelsof t (below).
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Thetreet induces aneighbor relaion N(a,b;c,d) if ab and c,d arefound in
digoint subtrees.

We will now discuss these steps in some detail.



i) Computing the maximum likelihood trees.
Congder if we have tree with the topology given below.

If we take the quartet {a,b,c,d}, then the neighbor rdation N(a,b;c,d) is

shown above. The quartet treesinduced by t are Ei%: 5in number and are
a
shown below.
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i) Quartet Puzzling

This procedure is summarized as follows:



Starting with one of the neighbor relations, compute the cost of converting
to the each of the other neighbor relation. Thisis done by adding a1 to the
edge with the property that if anew taxon is added at this edge, the wrong
quartet topology for a given quartet would result. For example, if we are
trying to convert N1(a,b;c,d) to N1(a,e;c,d), adding ataxon e to edge
darting from ¢ would yield the wrong topology (below).

e

Thisiswrong because it would induce the toplogy N(a,d;c,e) which isnot
one of the neighbor relations we determined earlier. For thisreason, alis
added to thisedge. Similarly, a 1 is added to the edge starting from d. In
other words, adding e to any edge between ¢ and d will result in the wrong
neighbor relation. Hence, 1 is added to every edge between ¢ and d. Adding
e to the other edges results in the correct neighbor relations so their weights
remain at 0. (Text Fig. 4.17).

An dgorithm for this exigts in the book (Algorithm 4.4). Y ou can read this
a your own leisure.

iii) Determining the mgority consensus tree.

Suppose that P, ... Py aretrees resulting form Algorithm 4.4 aboveiniii).
Then each of the trees have the same leaves, ie. thetaxa 1,..., n. Define
labels| for dl the nodes of antaxon tree P with each labe belonging to the
set {1,...,n} and with the following properties

a) Thelabd of aleaf node associated with thetaxon i | {1,...,n} is{i}
b) Supposethat the nodes x;,.. %, | P have beenlabeled I,,.. I, , respectively and

that y is the barent of x;,..X,. Thenyislabeled by I,J,...l s
The collection of labels on any tree P isforms a n-tree, defined as follows

Definition — An n-tree is atree having n leaves, for which every node has a label
I {1,...,n and

1. {} isnotalabd of any node
2. Theleaves arelabeled by {1},...{n}



3. Iflyand |, arelabelsof nodesin T, and 1,1, * O, then
dtherl [ lor I, EI,

After labdling dl the nodes of Py,...Pn, the majority consensustree M is
determined by taking those nodes whose labd gppears in more than haf of
the P.

B. Hidden Markov Modds

We have taked about Markov chains before in which a system with multiple
dtates undergoes atrangtion from state i to statej with trangtion probability
pij. If weassume that each state can no longer be directly observed and that
from each state an output symbol s 1 S={s,,...,s, } ischosen, we have a

hidden Markov model.

With the hidden Markov mode, we can define the following
p, =Prlq =i] initid Sate probabilities
a,;=Plq=jlqg.=1] trangtion probabilities between states
b, =Plo=s,|q =i] emisson probabilities (probability acertain
outcome give we arein state |

Example— Consider a st of three urnsthat we cannot seeinto. Assume that
each urn contains a different digtribution of colored bals. If we aregiven a
sequence of colored bals derived from drawing balls a from the urns (with
replacement), we might want to determine the trangition probabilities
between urns and the emisson probabilities.

Another Example — Assume we have three coins. Thefirg isfair, the second
has Pr[H]=0.75, and the third had Pr{[H]=0.1. Assume that acoinisdrawn a
random from the start. After that, if thefirst coin is chosen we must choose
either the second or third after that. If either the second or third is chosen,

we can choose any coin after that.
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Definition — An order-k (time-homogeneous) Markov chain isaMarkov
chain that depends on the k previous states (instead of just the previous
state).

Applications— Pattern recognition in biologica sysems



lon channd's — matching eectrophysiologica data with markov model
Speech processing

Multiple sequence dignment

Protein class recognition

Eukaryotic DNA processing

Microarray data anayss



