Bioinformetics — Lecture Notes

Announcements

Reference: Microarray Data Andlyss and Visudization by Arun Jegota
5 days of dassesincluding today.

Fina Projects due May 2 (2 weeks from today).

Class 26 — April 18, 2002

Cluster Andlysis Applied to Microarray Data

Recall that microarray data can be thought of as gene expression patterns or
sample expression patterns. These can be each considered to be vectors. Thefirst
thing we have to do before gpplying cluster andyssisto find a disance between
the various expresson pattern vectors. Thisis done usng smilarity/dissmilarity
measures such as Euclidean distance, Mahalonobis distance, or linear correlaion
coefficients. Once adistance matrix is computed, the following clustering
dgorithms can be used. The dusters formed can differ Sgnificantly depending
upon the distance measure used.

A. Hierarchicd Clugtering

Thisisthe class of clustering methods we talked about previoudy ie.
UPGMA, WPGMA, etc.

B. k-Means Clugtering

An dternate method of clustering called k-means clustering, partitions the
datainto k clusters and finds cluster means m for each clugter. In our case, the
means will be vectorsdso. Usudly, the number of clustersk isfixed in
advance. To choose k something must be know about the data. There might
be arange of possblek vaues. To decide which is best, optimization of a
quantity that maximizes clugter tightness ie. minimizes distances between
pointsin acluger. A possible measure is given after the method description.

The method is asfollows:

1) RAcktheinitid meansmy, my, ... mx. Todo thisit hepsto know something
about what the clusters might look like.

2) Assign each data vector x in the data set D to the cluster C; that has amean
m that is closest to x usng the smilarity measure.

3) Re-cdculaethe mean of dl the clusters G



4) Repeat geps 2) and 3) until sufficient convergence isreached ig, the
means to not change much.

In order to choose k, we want to find k that minimizes the following measure
of clugter tightnessis
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C. Sdf-organizing Maps

Thisis bascaly an gpplication of neural networks to microarray deta

Assume that there is a 2-dimensiond grid of cdls and a map from agiven st
of expression data vectorsin R, ie, there are n nodesin the input layer and a
connection neuron from each of theseto each cell. Each cdl (i, j) getsit own
weight from ninput neurons.  The weight vector m; is the mean of the cluster
associated with cdll (i, j). Each data vector d gets mapped to the cdll (i, j) that
is closest to d usng Euclidean distance.

In order to train the network, the mean vectors my; for the cdlls (i, j) must be
learned. Thisis done by the following procedure;

1) Thevectors m are giveninitid values randomly.
2) For each data vector d, the following steps are performed:
a. Thecdl (i, ) that isclosest to d isfound.
b. Thevector for every cdl (i, J) that iscloseto (i, j) is updated by

M, (t+1) = m,.() +hd(ii'j") d - m,.©)
wheret increases as the learning process procedes and d(ij,i'j') is
the distance between cell (i, j) and cdl (i, ).

Hidden Markov Modds and Microarray Data

We can use Hidden Markov models for pattern recognition in the study of
micorarray data. Suppose that we want to consder gene expression data from a
tissue sample and want to know if it is control or different from the control
(diseased, experimentally dtered, responding to drug, etc.). Consider the gene
expression data vector as a set of emissons, one for each vector coordinate. Each
emisson hasavauethat is defined by some probaility distribution function.

This can be continuous, or can even discrete. To make it discrete, the data should
be preprocessed to indicate, up-regulation, down-regulation, or no sgnificant
change.

Using the procedures from lecture earlier, a set of data can be used to fit aHMM
with two states normd and not normd. Trangtion and emission probabilities can



be estimated. Then the posterior probabilities calculated to determine the state of
each tissue sample.

Finding Genes Expressed Unusualy Different in a Population

Thefollowing section addresses the question: s gene g expressed unusudly in
the sample?

Thefirg thing to do isto come up with aforma mathematica definition for what
unusud is. Assume that the microarray datais log transformed ratio data. If a
histogram is congtructed of the data, it should yield roughly anorma digtribution.
Anything that is out near either tail can be considered to be unusualy expressed.
Note that this can be either ahigh or low expresson level.

Cdculate the Z-score for the data point considered

where gy isthe expression level, misthe mean and s isthe standard deviation.
The Z vdue will give an indication of the how far the datais toward thetall (a -
leve).

. Finding Genes Expressed Significantly in a Population

In order to determine if ageneis Sgnificantly up- or down-regulated in a
population relative to a control, satistica methods such as hypothesis testing have
to be used.

Suppose that we think that gene x is associated with a cancer. Assume that this
gene has been monitored in n tissues with cancer. Also, assume that the log retios
of the gene expression level of gene x compared to normal tissuein the n tissue

samplesisgivenby €,€2,..€.

Now we formdize our question. s gene x sufficiently up-regulated in the
cancerous tissues in this group with respect to the control for use to be able to
infer thet it is up-regulated rdative to the control in the population of dl tissues
with this cancer C?

Oneway of approaching this problem is the calculate the average of the €] 's, that
iS§ = lé_ e . Weoould conclude that if thisis greater than 0 we have up-
n

regulaion. However, is this enough about O.



Let us re-phrase the question: |s €, sufficiently above O to conclude thet gene x is
up-regulated in the cancerous tissue relative to the control ?

A. Using Satigticd Inference
1. Normd Didribution

To do thiswe use statistical inference. Assume that the size of the group n
> 30. Then we can invoke the central limit theorem to assume that the
group mean € is normally distributed with mean equd to the population

mean mand the standard deviation is SX/«/H , Where s isthe populdtion
standard deviation. We can then calculate the Z-datistic

Z:ex_m

Js%n

The question can now be put in terms of datidtics 1sZ sufficiently greater
than 0 to conclude that gene x is up-regulated in the cancerous population
relative to control. Remember that Z ~ N(O, 1).

We formulate the null hypothesis Hp: m= 0 that means the opposite of
what we want to find, that is, it Sates that the mean is not grester than O.
This makes the alter native hypothesis Ha: my>0. Our Z statidic is

z=—2

Js?/n

If Z > z,, then we rgject the null hypothesisin favor of the dternative with
confidence 1-a. Otherwise, wefail to rgiect the null hypothess.

2. Student's T Test

What happensif n < 30 and we do not know the population standard
deviation? In this case, we use the student’ st test.

L&
s/n

where s, isthe sample standard devidtion.

We proceed as before with the same null hypothesis and dternative and get



t=— S
s/n

Wethen goto astudent’'st tableand seeif t > t; n-1. If thisistrue, we rgect
the null hypothess. Otherwise, we fall to rgect the null hypothesis.

. Non-parametric Tedts

The student’ st test assumes that the datais normally distributed. If we do
not want to make that assumption, we can use a non-parametric test such as
the sign test.

Let{e},i=1 2, ..., nbethe set of the expresson levels of genex in
individud i inagroup of 9ze n drawn from the population. We want to
test if my, the median expression level of the gene in the popudion is zero
or not. Thus, theHp: my=0and Ha: mc * 0. First, wedrop al i: e; = 0.
Let nbethe sze of theremaining group. Let n. ={i: g > 0} and n ={i:
e <0}. Under Ho, the probability is¥4hat ec; > 0 and Y4hat e <0
because the sample group is drawn randomly from the population.

For any confidence level a, we calculate the largest k such that

n k
Prlk £ j £n- k positives] —2—a %‘93 a

io
If n, £k or n. 3 n-k, then we rglect Hy with confidenceleve a.

Smilaly if Hy:my=0 (3 0) and Ha: mc< 0

Prik £ ] posutlves]—— gﬂg a
i= (%]
If n, £k, then we rglect Hp with confidenceleve a
. Isany gene up-regulated in the population?

Suppose that we have a set of genes S from a micorarray experiment. S can
be the whole set or apartia set. We want to know if at least one genein the
set Sisup-regulated. This is done by using acompound test, with Ho:

U; s (M =0) andHa: U; (M) >0). To do this, we need to do |§ many
smpletests, onefor each genex in S. If one of the tests rgects the null
hypothesis, we regject Ho.

Thereisone caveat. When we do the smpletestsat level a, and reject Ho,
we cannot say thiswith confidence 1-a. If we assume that the tests are



independent, there are two possible correction schemes. The Bonferroni
correction uses

ag=—
]

Thisisavery smple correction. A more precise correction isthe Sidak
correction

Peorrected(Smpletest) = 1 — (1 — P(Smple teﬂ))'s

If the tests are not independent, in either case, we have an overly
conservative correction.

5. Ranking and Filtering Genes by How Upregulated they are.

The best way of doing thisis by the P-vaues of ther ampletests. Thisis
because the P-vaue is indantly readable and gives the probability theat the
null hypothesisis rgjected erroneoudy. Second, it isthe natural measure
from which to establish a cut-off to select top-ranking genes. The cut-off
will be basad on the amount of risk one iswilling to take.

6. Estimating the Mean Expression Level of Gene x in the Population

Suppose that we want to estimate the mean expression level mof agene x

in apopulation of tissues with cancer C from the observed expresson levels
of X inagroup which isasmal subsat of the population. One esimateis

the group mean €, . This however will have some error associated with it.
It is hepful to put some error bounds.

If we have a group with n3 30, we can assume that the group is
approximately normally distributed with mean mand standard deviation

sx/«/ﬁ. Thenal- a confidence interva for m) is

éx + Zd/ZSx/'\/ﬁ

If we have agroup with n < 30, we use the Sudent’ st test which yiddsa 1-
a confidence interva for m is

éx t ta/2,n-1%</'\/H



