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While sequencing of the human genome surprised us with how many protein-coding genes there are, it did not fundamentally change our perspective on what a gene is. In contrast, the complex patterns of dispersed regulation and pervasive transcription uncovered by the ENCODE project, together with non-genic conservation and the abundance of noncoding RNA genes, have challenged the notion of the gene. To illustrate this, we review the evolution of operational definitions of a gene over the past century—from the abstract elements of heredity of Mendel and Morgan to the present-day ORFs enumerated in the sequence databases. We then summarize the current ENCODE findings and provide a computational metaphor for the complexity. Finally, we propose a tentative update to the definition of a gene: A gene is a union of genomic sequences encoding a coherent set of potentially overlapping functional products. Our definition sidesteps the complexities of regulation and transcription by removing the former altogether from the definition and arguing that final, functional gene products (rather than intermediate transcripts) should be used to group together entities associated with a single gene. It also manifests how integral the concept of biological function is in defining genes.

Introduction

The classical view of a gene as a discrete element in the genome has been shaken by ENCODE

The ENCODE consortium recently completed its characterization of 1% of the human genome by various high-throughput experimental and computational techniques designed to characterize functional elements (The ENCODE Project Consortium 2007). This project represents a major milestone in the characterization of the human genome, and the current findings show a striking picture of complex molecular activity. While the landmark human genome sequencing surprised many with the small number (relative to simpler organisms) of protein-coding genes that sequence annotators could identify (~21,000, according to the latest estimate [see www.ensembl.org]), ENCODE highlighted the number and complexity of the RNA transcripts that the genome produces. In this regard, ENCODE has changed our view of “what is a gene” considerably more than the sequencing of the *H. influenza* and human genomes did (Fleischmann et al. 1995; Lander et al. 2001; Venter et al. 2001). The discrepancy between our previous protein-centric view of the gene and one that is revealed by the extensive transcriptional activity of the genome prompts us to reconsider now what a gene is. Here, we review how the concept of the gene has changed over the past century, summarize the current thinking based on the latest ENCODE findings, and propose a new updated gene definition that takes these findings into account.

History of the gene, 1860 to just before ENCODE

Definition 1860s–1900s: Gene as a discrete unit of heredity

The concept of the “gene” has evolved and become more complex since it was first proposed (see timeline in Fig. 1, accompanying poster). There are various definitions of the term, although common initial descriptions include the ability to determine a particular characteristic of an organism and the heritability of this characteristic. In particular, the word gene was first used by Wilhelm Johannsen in 1909, based on the concept developed by Gregor Mendel in 1866 (Mendel 1866). The word was a derivative of pangene, which was used by Hugo De Vries for entities involved in pangenesis, Darwin’s hypothetical mechanism of heredity (Heimans 1962). Johannsen called a gene the “special conditions, foundations and determiners which are present [in the gametes] in unique, separate and thereby independent ways [by which] many characteristics of the organism are specified” (Johannsen 1909, p. 124). The etymology of the term derives from the Greek *genesis* (“birth”) or *genos* (“origin”). The related word genetics was used by the geneticist William Bateson in 1905 (http://www.jic.ac.uk/corporate/about/bateson.htm).

Mendel showed that when breeding plants, some traits such as height or flower color do not appear blended in their off-
Figure 1. (Enclosed poster) Timeline of the history of the term “gene.”

A term invented almost a century ago, “gene,” with its beguilingly simple orthography, has become a central concept in biology. Given a specific meaning at its coinage, this word has evolved into something complex and elusive over the years, reflecting our ever-expanding knowledge in genetics and in life sciences at large. The stunning discoveries made in the ENCODE Project—like many before that significantly enriched the meaning of this term—are harbingers of another tide of change in our understanding of what a gene is.

spring—that is, these traits are passed on as distinct, discrete entities (Mendel 1866). His work also demonstrated that variations in traits were caused by variations in inheritable factors (or, in today’s terminology, phenotype is caused by genotype). It was only after Mendel’s work was repeated and rediscovered by Carl Correns, Erich von Tscharnack-Seyssenneg, and Hugo De Vries in 1900 that further work on the nature of the unit of inheritance truly began (Tscharnack 1900; Vries 1900; Rheinberger 1995).

Definition 1910s: Gene as a distinct locus

In the next major development, the American geneticist Thomas Hunt Morgan and his students were studying the segregation of mutations in Drosophila melanogaster. They were able to explain their data with a model that genes are arranged linearly, and their ability to cross-over is proportional to the distance that separated them. The first genetic map was created in 1913 (Sturtevant 1913), and Morgan and his students published The Mechanism of Mendelian Inheritance in 1915 (Morgan et al. 1915). To the early geneticists, a gene was an abstract entity whose existence was reflected in the way phenotypes were transmitted between generations. The methodology used by early geneticists involved mutations and recombination, so the gene was essentially a locus whose size was determined by mutations that inactivated (or activated) a trait of interest and by the size of the recombining regions. The fact that genetic linkage corresponded to physical locations on chromosomes was shown later, in 1929, by Barbara McClintock, in her cytogenetic studies on maize (McClintock 1929).

Definition 1940s: Gene as a blueprint for a protein

Beadle and Tatum (1941), who studied Neurospora metabolism, discovered that mutations in genes could cause defects in steps in metabolic pathways. This was stated as the “one gene, one enzyme” view, which later became “one gene, one polypeptide.” In this viewpoint, the gene is being implicitly considered as the information behind the individual molecules in a biochemical pathway. This view became progressively more explicit and mechanistic in later decades.

Definition 1950s: Gene as a physical molecule

The fact that heredity has a physical, molecular basis was demonstrated by the observation that X rays could cause mutations (Muller 1927). Griffith’s (1928) demonstration that something in virulent but dead Pneumococcus strains could be taken up by live nonvirulent Pneumococcus and transform them into virulent bacteria was further evidence in this direction. It was later shown that this substance could be destroyed by the enzyme DNase (Avery et al. 1944). In 1955, Hershey and Chase established that the substance actually transmitted by bacteriophage to their progeny is DNA and not protein (Hershey and Chase 1955). Moreover, the idea that a gene’s product is a diffusible substance underlies the complementation test that was used to define genes in the early years of bacteriology. A practical view of the gene was that of the cistron, a region of DNA defined by mutations that in trans could not genetically complement each other (Benzer 1955).

Definition 1960s: Gene as transcribed code

It was the solution of the three-dimensional structure of DNA by Watson and Crick in 1953 (Watson and Crick 1953) that explained how DNA could function as the molecule of heredity. Base pairing explained how genetic information could be copied, and the existence of two strands explained how occasional errors in replication could lead to a mutation in one of the daughter copies of the DNA molecule.

From the 1960s on, molecular biology developed at a rapid pace. The RNA transcript of the protein-coding sequences was translated using the genetic code (solved in 1965 by Nirenberg et al. [1965] and Söll et al. [1965]) into an amino acid sequence. Francis Crick (1958) summarized the flow of information in gene expression as from nucleic acid to protein (the beginnings of the “Central Dogma”). However, there were some immediate exceptions to this: It was known that some genes code not for protein but for functional RNA molecules such as rRNA and tRNA. In addition, in RNA viruses the gene is made of RNA. The molecular view of the gene that developed through the 1960s can be summarized in general terms to be a code residing on nucleic acid that gives rise to a functional product.

Definition 1970s–1980s: Gene as open reading frame (ORF) sequence pattern

The development of cloning and sequencing techniques in the 1970s, combined with knowledge of the genetic code, revolutionized the field of molecular biology by providing a wealth of information on how genes are organized and expressed. The first gene to be sequenced was from the bacteriophage MS2, which was also the first organism to be fully sequenced (Fiers et al. 1971, 1976). The parallel development of computational tools led to algorithms for the identification of genes based on their sequence characteristics (e.g., for review, see Rogic et al. 2001). In many cases, a DNA sequence could be used to infer structure and function for the gene and its products. This situation created a new concept of the “nominal gene,” which is defined by its predicted sequence rather than as a genetic locus responsible for a phenotype (Griffiths and Storz 2006). The identification of most genes in sequenced genomes is based either on their similarity to other known genes, or the statistically significant signature of a protein-coding sequence. In many cases, the gene effectively became identified as an annotated ORF in the genome (Doolittle 1986).

Definition 1990s–2000s: Annotated genomic entity, enumerated in the databases (current view, pre-ENCODE)

The current definition of a gene used by scientific organizations that annotate genomes still relies on the sequence view. Thus, a gene was defined by the Human Genome Nomenclature Organization as “a DNA segment that contributes to phenotype/function. In the absence of demonstrated function a gene may be characterized by sequence, transcription or homology” (Wain et al. 2002). Recently, the Sequence Ontology Consortium reported that the gene a “locatable region of genomic sequence, corresponding to a unit of inheritance, which is associated with
regulatory regions, transcribed regions and/or other functional sequence regions” (Pearson 2006).

The sequencing of first the Haemophilus influenzae genome and then the human genome (Fleischmann et al. 1995; Lander et al. 2001; Venter et al. 2001) led to an explosion in the amount of sequence that definitions such as the above could be applied to. In fact, there was a huge popular interest in counting the number of genes in various organisms. This interest was crystallized originally by Gene Sweepstake’s wager on the number of genes in the human genome, which received extensive media coverage (Wade 2003).

It has been pointed out that these enumerations overemphasize traditional, protein-coding genes. In particular, when the number of genes present in the human genome was reported in 2003, it was acknowledged that too little was known about RNA-coding genes, such that the given number was that of protein-coding genes. The Ensembl view of the gene was specifically summarized in the rules of the Gene Sweepstake as follows: “alternatively spliced transcripts all belong to the same gene, even if the proteins that are produced are different.” (http://web.archive.org/web/20050627080719/www.ensembl.org/Genesweep/).

A current computational metaphor: Genes as “subroutines” in the genomic operating system

Given that counting genes in the genome is such a large-scale computational endeavor and that genes fundamentally deal with information processing, the lexicon of computer science naturally has been increasingly applied to describing them. In particular, people in the computational biology community have used the description of a formal language to describe the structure of genes in very much the same way that grammars are used to describe computer programs—with a precise syntax of upstream regulation, exons, and introns (Sears 1997, 2001, 2002). Moreover, one metaphor that is increasingly popular for describing genes is to think of them in terms of subroutines in a huge operating system (OS). That is, insofar as the nucleotides of the genome are put together into a code that is executed through the process of transcription and translation, the genome can be thought of as an operating system for a living being. Genes are then individual subroutines in this overall system that are repetitively called in the process of transcription.

Problematic issues with the current definition of a gene

There are a number of problematic aspects of the current definition of a gene, as applied to the human genome, which we discuss below. Several additional complications are summarized in Table 1.

I. Gene regulation

Jacob and Monod (1961), in their study of the lac operon of *Escherichia coli*, provided a paradigm for the mechanism of regulation of the gene: It consisted of a region of DNA consisting of sequences coding for one or more proteins, a “promoter” sequence for the binding of RNA polymerase, and an “operator” sequence to which regulatory genes bind. Later, other sequences were found to exist that could affect practically every aspect of gene regulation from transcription to mRNA degradation and post-translational modification. Such sequences could reside within the coding sequence as well as in the flanking regions, and in the case of enhancers and related elements, very far away from the coding sequence. Although functionally required for the expression of the gene product, regulatory elements, especially the distant ones, made the concept of the gene as a compact genetic locus problematic.

Regulation is integral to many current definitions of the gene. In particular, one current textbook definition of a gene in molecular terms is the entire nucleic acid sequence that is necessary for the synthesis of a functional polypeptide (or RNA) (Lodish et al. 2000). If that implies appropriately regulated synthesis, the DNA sequences in a gene would include not only those coding for the pre-mRNA and its flanking control regions, but also enhancers. Moreover, many enhancers are distant along the DNA sequence, although they are actually quite close due to three-dimensional chromatin structure.

2. Overlapping and spliced genes

Overlapping

As genes, mRNAs, and eventually complete genomes were sequenced, the simple operon model turned out to be applicable only to genes of prokaryotes and their phages. Eukaryotes were different in many respects, including genetic organization and information flow. The model of genes as hereditary units that are nonoverlapping and continuous was shown to be incorrect by the precise mapping of the coding sequences of genes. In fact, some genes have been found to overlap one another, sharing the same DNA sequence in a different reading frame or on the opposite strand. The discontinuous structure of genes potentially allows one gene to be completely contained inside another one’s intron, or one gene to overlap with another on the same strand without sharing any exons or regulatory elements.

Splicing

Splicing was discovered in 1977 (Berget et al. 1977; Chow et al. 1977; Gelinas and Roberts 1977). It soon became clear that the gene was not a simple unit of heredity or function, but rather a series of exons, coding for, in some cases, discrete protein domains, and separated by long noncoding stretches called introns. With alternative splicing, one genetic locus could code for multiple different mRNA transcripts. This discovery complicated the concept of the gene radically. For instance, in the sequencing of the genome, Celera defined a gene as “a locus of co-transcribed exons” (Venter et al. 2001), and Ensembl’s Gene Sweepstake Web page originally defined a gene as “a set of connected transcripts,” where “connected” meant sharing one exon (http://web.archive.org/web/20050428090317/www.ensembl.org/Genesweep). The latter definition implies that a group of transcripts may share a set of exons, but no one exon is common to all of them.

Trans-splicing

The phenomenon of trans-splicing (ligation of two separate mRNA molecules) further complicated our understanding (Blumenthal 2005). There are examples of transcripts from the same gene, or the opposite DNA strand, or even another chromosome, being joined before being spliced. Clearly, the classical concept of the gene as “a locus” no longer applies for these gene products whose DNA sequences are widely separated across the genome.
Finally, a number of recent studies have highlighted a phenomenon dubbed tandem chimerism, where two consecutive genes are transcribed into a single RNA (Akiva et al. 2006; Parra et al. 2006). The translation (after splicing) of such RNAs can lead to a new, fused protein, having parts from both original proteins.

### Table 1. Phenomena complicating the concept of the gene

<table>
<thead>
<tr>
<th>Phenomenon</th>
<th>Description</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gene location and structure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intronic genes</td>
<td>A gene exists within an intron of another (Henikoff et al. 1986)</td>
<td>Two genes in the same locus</td>
</tr>
<tr>
<td>Genes with overlapping reading frames</td>
<td>A DNA region may code for two different protein products in different reading frames (Contreras et al. 1977)</td>
<td>No one-to-one correspondence between DNA and protein sequence</td>
</tr>
<tr>
<td>Enhancers, silencers</td>
<td>Distant regulatory elements (Spilianakis et al. 2005)</td>
<td>DNA sequences determining expression can be widely separated from one another in genome. Many-to-many relationship between genes and their enhancers.</td>
</tr>
<tr>
<td><strong>Structural variation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobile elements</td>
<td>Genetic element appears in new locations over generations (McClintock 1948)</td>
<td>A genetic element may be not constant in its location</td>
</tr>
<tr>
<td>Gene rearrangements/structural variants</td>
<td>DNA rearrangement or splicing in somatic cells results in many alternative gene products (Early et al. 1980)</td>
<td>Gene structure is not hereditary, or structure may differ across individuals or cells/tissues</td>
</tr>
<tr>
<td>Copy-number variants</td>
<td>Copy number of genes/regulatory elements may differ between individuals (Iafrate et al. 2004; Sebat et al. 2004; Tuzun et al. 2005)</td>
<td>Genetic elements may differ in their number</td>
</tr>
<tr>
<td><strong>Epigenetics and chromosome structure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epigenetic modifications, imprinting</td>
<td>Inherited information may not be DNA-sequence based (e.g., Dobrovic et al. 1988); a gene’s expression depends on whether it is of paternal or maternal origin (Sager and Kitchin 1975)</td>
<td>Phenotype is not determined strictly by genotype</td>
</tr>
<tr>
<td>Effect of chromatin structure</td>
<td>Chromatin structure, which does influence gene expression, only loosely associated with particular DNA sequences (Paul 1972)</td>
<td>Gene expression depends on packing of DNA. DNA sequence is not enough to predict gene product.</td>
</tr>
<tr>
<td><strong>Post-transcriptional events</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alternative splicing of RNA</td>
<td>One transcript can generate multiple mRNAs, resulting in different protein products (Berget et al. 1977; Gelinas and Roberts 1977)</td>
<td>Multiple products from one genetic locus; information in DNA not linearly related to that on protein</td>
</tr>
<tr>
<td>Alternatively spliced products with alternate reading frames</td>
<td>Alternative reading frames of the INK4a tumor suppressor gene encodes two unrelated proteins (Quelle et al. 1995)</td>
<td>Two alternative splicing products of a pre-mRNA produce protein products with no sequence in common</td>
</tr>
<tr>
<td>RNA trans-splicing, homotypic trans-splicing</td>
<td>Distant DNA sequences can code for transcripts ligated in various combinations (Borst 1986). Two identical transcripts of a gene can trans-splice to generate an mRNA where the same exon sequence is repeated (Takahara et al. 2000).</td>
<td>A protein can result from the combined information encoded in multiple transcripts</td>
</tr>
<tr>
<td>RNA editing</td>
<td>RNA is enzymatically modified (Eisen 1988)</td>
<td>The information on the DNA is not encoded directly into RNA sequence</td>
</tr>
<tr>
<td><strong>Post-translational events</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protein splicing, viral polyproteins</td>
<td>Protein product self-cleaves and can generate multiple functional products (Villa-Komaroff et al. 1975)</td>
<td>Start and end sites of protein not determined by genetic code</td>
</tr>
<tr>
<td>Protein trans-splicing</td>
<td>Distinct proteins can be spliced together in the absence of a trans-spliced transcript (Handa et al. 1996)</td>
<td>Start and end sites of protein not determined by genetic code</td>
</tr>
<tr>
<td>Protein modification</td>
<td>Protein is modified to alter structure and function of the final product (Wold 1981)</td>
<td>The information on the DNA is not encoded directly into protein sequence</td>
</tr>
<tr>
<td><strong>Pseudogenes and retrogenes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retrogenes</td>
<td>A retrogene is formed from reverse transcription of its parent gene’s mRNA (Vanin et al. 1980) and by insertion of the DNA product into a genome</td>
<td>RNA-to-DNA flow of information</td>
</tr>
<tr>
<td>Transcribed pseudogenes</td>
<td>A pseudogene is transcribed (Zheng et al. 2005, 2007)</td>
<td>Biochemical activity of supposedly dead elements</td>
</tr>
</tbody>
</table>

3. Parasitic and mobile genes

A challenge to our concept of the gene has been that of the selfish or parasitic gene. The idea first proposed by Richard Dawkins is that the unit of evolution is not the organism but the gene (Dawkins 1976). Organisms are just tools that genes use to rep-
licate themselves. Dawkins’ concept of the optimon (or selecton) is a unit of DNA that survives recombination for enough generations to be selected for together.

The term parasitic certainly appears appropriate for transposons, whose only function is to replicate themselves and which do not provide any obvious benefit to the organism. Transposons can change their locations in addition to copying themselves by excision, recombination, or reverse transcription. They were first discovered in the 1930s in maize and were later found to exist in all branches of life, including humans (McClintock 1948). Transposons have altered our view of the gene by demonstrating that a gene is not fixed in its location.

4. The large amount of “junk DNA” under selection

The “ORF sequence pattern concept” of the gene as it existed from the 1980s onward made it clear that there were large expanses of nongenic elements in eukaryotic genomes, particularly the human genome. In the absence of knowledge of a function for these regions, it was proposed that they lacked a function by some who used the label of “junk DNA” (Ohno 1972). This was underscored by the subsequent sequencing of the human genome, where it was shown that only 1.2% of the DNA bases code for exons (Lander et al. 2001; Venter et al. 2001). However, some early pilot functional genomics experiments on chromosomes 21 and 22 indicated that appreciable amounts of the supposedly junk DNA were transcribed (Kapranov et al. 2002; Rinn et al. 2005). Moreover, comparison of the human, dog, mouse, and mouse genomes showed that a large fraction of these was conserved, with ~5% under negative selection since the divergence of these species (Waterston et al. 2002; Lindblad-Toh et al. 2005).

The modern ENCODE view of dispersed genome activity

As described above, before the advent of the ENCODE project, there were a number of aspects of genes that were very complicated, but much of this complexity was in some sense swept under the rug and did not really affect the fundamental definition of a gene. The experience of the ENCODE project, particularly the mapping of transcriptional activity and regulation using tiling arrays, has extended these puzzling and confusing aspects of genes, bringing them to the forefront, where one has to grapple more directly with them in relation to the definition of what a gene is.

What the ENCODE experiments show: Lattices of long transcripts and dispersed regulation

Unannotated transcription

A first finding from the ENCODE consortium that has produced earlier results (Bertone et al. 2004; Cheng et al. 2005) is that a vast amount of DNA, not annotated as known genes, is transcribed into RNA (The ENCODE Project Consortium 2007). These novel transcribed regions are usually called TARS (i.e., transcriptionally active regions) and transfrags. While the majority of the genome appears to be transcribed at the level of primary transcripts, only about half of the processed (spliced) transcription detected across all the cell lines and conditions mapped is currently annotated as genes.

Unannotated and alternative TSSs

A second observation is that there are a large number of unannotated transcription start sites (TSSs) identified by either sequencing of the 5’ end of transcribed mRNAs or the mapping of promoter-associated transcription factors via ChIP-chip or ChIP-PET (The ENCODE Project Consortium 2007). Furthermore, the consortium found that many known protein genes have alternative TSSs that are sometimes >100 kb upstream of the annotated transcription start site. In particular, Denoeud et al. (2007) performed 5’ rapid amplification of cDNA ends (RACE) on all 399 well-characterized protein-coding loci in the ENCODE regions. The RACE primer was selected from a 5’ exon that was shared among most annotated transcripts from each locus, and the RACE products were hybridized to arrays and mapped. They found that more than half of the loci had an alternative transcription start site upstream of the known site in at least one of the 12 tissues tested. Some of these distal TSSs used the promoter of an entirely different gene locus (i.e., they share the same transcription start site). The significance of this discovery is that the alternative TSS for some of these transcripts started two or three gene loci upstream of the locus from which the RACE primer was selected. Thus, some alternative isoforms are transcripts that span multiple gene loci. (A cartoon schematic is shown in Fig. 2.) Many of the alternative isoforms code for the same protein differing only in their 5’ untranslated regions (UTRs).

More alternative splicing

Taking these findings into account, the Havana team at the Sanger Institute produced the well-curated GENCODE annotation (Harrow et al. 2006). They have not found that the number of known protein-coding gene loci has increased significantly over time. Conversely, the number of annotated alternative isoforms per locus has increased. (The GENCODE annotation currently contains on average 5.4 transcripts per locus). Thus, while part of the large amount of new, unannotated transcription could correspond to entirely new protein-coding gene loci, most of it is likely to correspond to segments of unannotated alternatively spliced transcripts involving known gene loci or to entirely novel noncoding RNAs.

Dispersed regulation

As schematized in Figure 2B, the ENCODE project has provided evidence for dispersed regulation spread throughout the genome (The ENCODE Project Consortium 2007). Moreover, the regulatory sites for a given gene are not necessarily directly upstream of it and can, in fact, be located far away on the chromosome, closer to another gene. While the binding of many transcription factors appears to blanket the entire genome, it is not arranged according to simple random expectations and tends to be clumped into regulatory rich “forests” and poor “deserts” (Zhang et al. 2007).

Moreover, it appears that some of regulatory elements may actually themselves be transcribed. In a conventional and concise gene model, a DNA element (e.g., promoter, enhancer, and insulator) regulating gene expression is not transcribed and thus is not part of a gene’s transcript. However, many early studies have discovered in specific cases that regulatory elements can reside in transcribed regions, such as the lac operator (Jacob and Monod 1961), an enhancer for regulating the beta-globin gene (Tuan et al. 1989), and the DNA binding site of YY1 factor (Shi et al. 1991). The ENCODE project and other recent ChIP-chip ex-
Experiments have provided large-scale evidence that the concise gene model may be too simple, and many regulatory elements actually reside within the first exon, introns, or the entire body of a gene (Cawley et al. 2004; Euskirchen et al. 2004; Kim et al. 2005; The ENCODE Project Consortium 2007; Zhang et al. 2007).

Genic versus intergenic: Is there a distinction?

Overall, the ENCODE experiments have revealed a rich tapestry of transcription involving alternative splicing, covering the genome in a complex lattice of transcripts. According to traditional definitions, genes are unitary regions of DNA sequence, separated from each other. ENCODE reveals that if one attempts to define a gene on the basis of shared overlapping transcripts, then many annotated distinct gene loci coalesce into bigger genomic regions. One obvious implication of the ENCODE results is that there is less of a distinction to be made between genic and intergenic regions. Genes now appear to extend into what was once called intergenic space, with newly discovered transcripts originating from additional regulatory sites. Moreover, there is much activity between annotated genes in the intergenic space. Two well-characterized sources can contribute to this, transcribed non-protein-coding RNAs (ncRNAs) and transcribed pseudogenes, and an appreciable fraction of these transcribed elements are under evolutionary constraint. A number of these transcribed pseudogenes and ncRNA genes are, in fact, located within introns of protein-coding genes. One cannot simply ignore these components within introns because some of them may influence the expression of their host genes, either directly or indirectly.

Noncoding RNAs

The roles of ncRNA genes are quite diverse, including gene regulation (e.g., miRNAs), RNA processing (e.g., snoRNAs), and protein synthesis (tRNAs and rRNA) (Eddy 2001; Mattick and Makunin 2006). Due to the lack of codons and thus open reading frames, ncRNA genes are hard to identify, and thus probably only a fraction of the functional ncRNAs in humans is known to date, with the exception of the ones with the strongest evolutionary and/or structural constraints, which can be identified computationally through RNA folding and coevolution analyses (e.g., miRNAs that display characteristic hairpin-shaped precursor structures, or ncRNAs in ribonucleoprotein complexes that in combination with peptides form specific secondary structures) (Washietl et al. 2005, 2007; Pedersen et al. 2006). However, the example of the 17-kb large XIST gene involved in dosage compensation shows that functional ncRNAs can expand significantly beyond constrained, computationally identifiable regions (Chureau et al. 2002; Duret et al. 2006).

It is also possible that the RNA products themselves do not have a function, but rather reflect or are important for a particular cellular process. For example, transcription of a regulatory region might be important for chromatin accessibility for transcription factor binding or for DNA replication. Such transcription has been found in the locus control region (LCR) of the beta-globin locus, and polymerase activity has been suggested to be important for DNA replication in E. coli. Alternatively, transcription might reflect nonspecific activity of a particular region, for example, the recruitment of polymerase to regulatory sites. In either of these scenarios, the transcripts themselves would lack a function and be unlikely to be conserved.
Pseudogenes

Pseudogenes are yet another group of “mysterious” genomic components that are often found in introns of genes or in intergenic space (Torrents et al. 2003; Zhang et al. 2003). They are derived from functional genes (through retrotransposition or duplication) but have lost the original functions of their parental genes (Balakirev and Ayala 2003). Sometimes swinging between dead and alive, pseudogenes can influence the structure and function of the human genome. Their prevalence (as many as protein-coding genes) and their close similarity to functional genes have already confounded gene annotation. Recently, it has also been found that a significant fraction (up to 20%) of them are transcriptionally alive, suggesting that care has to be taken when using expression as evidence for locating genes (Yano et al. 2004; Harrison et al. 2005; Zheng et al. 2005, 2007; Frith et al. 2006). Indeed, some of the novel TARs can be attributed to pseudogene transcription (Bertone et al. 2004; Zheng et al. 2005). In a few surprising cases, a pseudogene RNA or at least a piece of it was found to be spliced with the transcript of its neighboring gene to form a gene–pseudogene chimeric transcript. These findings add one extra layer of complexity to establishing the precise structure of a gene locus. Furthermore, functional pseudogene transcripts have also been discovered in eukaryotic cells, such as the neurons of the snail *Lymnaea stagnalis* (Korneev et al. 1999). Also, interestingly, the human *XIST* gene mentioned above actually arises from the dead body of a pseudogene (Duret et al. 2006). Pseudogene transcription and the blurring boundary between genes and pseudogenes (Zheng and Gerstein 2007) emphasize once more that the functional nature of many novel TARs needs to be resolved by future biochemical or genetic experiments (for review, see Gingeras 2007).

Constrained elements

The noncoding intergenic regions contain a large fraction of functional elements identified by examining evolutionary changes across multiple species and within the human population. The ENCODE project observed that only 40% of the evolutionarily constrained bases were within protein-coding exons or their associated untranslated regions (The ENCODE Project Consortium 2007). The resolution of constrained elements identified by multispecies analysis in the ENCODE project is very high, identifying sequences as small as 8 bases (with a median of 19 bases) (The ENCODE Project Consortium 2007). This suggests that protein-coding loci can be viewed as a cluster of small constrained elements dispersed in a sea of unconstrained sequences. Approximately another 20% of the constrained elements overlap with experimentally annotated regulatory regions. Therefore, a similar fraction of constrained elements (40% in terms of bases) is located in protein-coding regions as unannotated noncoding regions (100% – 40% coding – 20% regulatory regions), suggesting that the latter may be as functionally important as the former.

The ENCODE computational metaphor: Genes as “loosely coded” routines

The new ENCODE perspective does not, of course, fit with the metaphor of the gene as a simple callable routine in a huge operating system. In this new perspective, one enters a gene “routine” in many different ways in the framework of alternative splicing and lattices of long transcripts. The execution of the genomic OS does not have as neat a quality as this idea of repetitive calls to a discrete subroutine in a normal computer OS. However, the framework of describing the genome as executed code still has some merit. That is, one can still understand gene transcription in terms of parallel threads of execution, with the caveat that these threads do not follow canonical, modular subroutine structure. Rather, threads of execution are intertwined in a rather “higgledy-piggledy” fashion, very much like what would be described as a sloppy, unstructured computer program code with lots of GOTO statements zipping in and out of loops and other constructs.

The importance of gene models for interpreting the high-throughput experiment in ENCODE

Given the provocative findings of the ENCODE project, one wonders to what degree the interpretation of the high-throughput experiments can be pushed. This interpretation is, in fact, very contingent on using gene models.

Aspects of interpreting tiling array data

A large part of the transcription data was generated using high-density tiling microarrays (Emanuelsson et al. 2007; Rozowsky et al. 2007; The ENCODE Project Consortium 2007). The advantage of such arrays is that they probe the transcription in an unbiased and detailed way, with no preconceptions as to where to look for activity. On the other hand, the output from a tiling array experiment can be noisy and needs careful interpretation in order to allow the collection of a reliable set of transcribed regions. The amount of detected transcription depends heavily on the thresholds used when calling transcribed regions and to some extent also on the segmentation algorithms used to delineate transcribed regions from nontranscribed regions. Furthermore, since the ENCODE transcription mapping (and other) experiments were carried out on many different tissues and cell lines, direct comparison between experiments is not trivial, and the overlap between different transcription maps is sometimes quite low, partly due to the variable biological features of the samples used in the experiments.

The exact expected outcome of a transcription mapping experiment—the true transcription map—is, of course, unknown. Thus, a crucial part of interpreting transcription mapping tiling array data is to understand how the signal is different from various random expectations (null models). A naive way to achieve this goal is to randomize the raw data and then apply all the normalizing, scoring, and segmentation schemes (with unchanged parameters) to get a “baseline” of transcription that is picked up using supposedly meaningless data. But it is not clear that this is the best way to do it: GC-content, length distribution of the (actual or expected) transcribed regions, dinucleotide composition, and other characteristics should also be factored into the “baseline” transcription distribution. The expected outcome also depends on the biological sample used: tissue or cell line, developmental stage, external stimuli, etc. Integration of transcription maps from different biological sources (tissues, cell lines) provides greater confidence in the result.

Genes as statistical models summarizing many experiments

In the context of interpreting high-throughput experiments such as tiling arrays, the concept of a gene has an added practical importance—as a statistical model to help interpret and provide concise summarization to potentially noisy experimental data.
Different statistical models (Karplus et al. 1999; Bertone et al. 2004; Schadt et al. 2004; Gibbons et al. 2005; Ji and Wong 2005; Li et al. 2005; Du et al. 2006; Marioni et al. 2006) have been proposed to explain the generation of the tiling array data. As shown in Figure 3, these models can be trained using the tiling array data and other biological knowledge and then extrapolated to the whole genome sequence to best segment it into functional elements. As more and more biological knowledge is accumulated, especially via the experimental validation of predicted functional regions generated by the analysis procedure, we can expect that the models will be better trained, thus leading to refined analysis results of these experiments. However, it will be impractical to validate every single functional element identified by tiling experiments using RT-PCR or RACE. For each tiling array experiment, perhaps only a medium-sized set of predicted functional regions will be validated experimentally.

As shown in Figure 3, the regions for experimental validation can be picked using different strategies. It is obviously beneficial to pick these regions in an optimal way so that the model trained based on these validation results can most accurately analyze the remainder of the tiling array data. In a specific case, when analyzing tiling array data using a hidden Markov model (Du et al. 2006), if the validation regions are selected to achieve maximum signal entropy, the MaxEntropy selection scheme, the resulting gene segmentation model outperforms others. For transcriptional tiling arrays, MaxEntropy will generally select regions containing both exons and introns.

**Figure 3.** Training statistical gene models based on high-density oligonucleotide tiling microarray data. (A) Large-scale signal data from tiling array experiments can be used to train statistical models to score the hits, and a small/medium proportion of these results can be further validated by experiments or other biological knowledge via runs of iterations and optimizations. (B) Different strategies can be used to select genomic regions for validation; e.g., (1) select only the regions with high signals, (2) select regions randomly, or (3) select those that have the maximum signal entropies, which usually contain “borders” of high and low signals. One question worth asking is whether an optimal way of selection exists to best help in training the statistical model.

For example, the transcriptional tiling array experiments ultimately identify TARs/transfrags, which usually correspond to the exons in genes. Therefore, the most appropriate gene models to be considered can be splicing graphs (Heber et al. 2002) representing exons as nodes and splicing events as directed edges.

In order to build and adjust statistical models for experimental interpretation, other related biological knowledge (e.g., gene annotation and experimental validation data) needs to be combined with the high-throughput array data. For instance, the transcriptional array data can identify isolated transcribed regions, and experimental validation such as RACE can provide connectivity information. Using these data together, the statistical models can be better trained and can then be used to analyze the rest of the high-throughput data that are not covered by the validation experiments.

Different statistical models (Karplus et al. 1999; Bertone et al. 2004; Schadt et al. 2004; Gibbons et al. 2005; Ji and Wong 2005; Li et al. 2005; Du et al. 2006; Marioni et al. 2006) have been proposed to explain the generation of the tiling array data. As shown in Figure 3, these models can be trained using the tiling array data and other biological knowledge and then extrapolated to the whole genome sequence to best segment it into functional elements. As more and more biological knowledge is accumulated, especially via the experimental validation of predicted functional regions generated by the analysis procedure, we can expect that the models will be better trained, thus leading to refined analysis results of these experiments. However, it will be impractical to validate every single functional element identified by tiling experiments using RT-PCR or RACE. For each tiling array experiment, perhaps only a medium-sized set of predicted functional regions will be validated experimentally.

As shown in Figure 3, the regions for experimental validation can be picked using different strategies. It is obviously beneficial to pick these regions in an optimal way so that the model trained based on these validation results can most accurately analyze the remainder of the tiling array data. In a specific case, when analyzing tiling array data using a hidden Markov model (Du et al. 2006), if the validation regions are selected to achieve maximum signal entropy, the MaxEntropy selection scheme, the resulting gene segmentation model outperforms others. For transcriptional tiling arrays, MaxEntropy will generally select regions containing both exons and introns.

**Toward an updated definition of a gene**

As we have described above, our knowledge of genes has evolved greatly over the past century. While our understanding has grown, we have also uncovered an increasing number of problematic aspects with simple definitions of a gene (Table 1). Splicing (including alternative splicing) and intergenic transcription are obviously some of the most problematic aspects. As shown in Figure 4, the frequency of mention of these terms in the biological literature has been increasing considerably. Thus, the stage was set for the ENCODE project and the great complexity in transcriptional and regulatory apparatus that it highlighted. At this point, it is not clear what to do: In the extreme, we could declare the concept of the gene dead and try to come up with something completely new that fits all the data. However, it would be hard to do this with consistency. Here, we made a tentative attempt at a compromise, devising updates and patches for the existing definition of a gene.

**Criteria to consider in updating the definition**

First, we consider several criteria to be important while coming up with an updated definition for a gene: (1) A new definition must attempt to be *backward compatible*, in the sense that something that used to be called a gene should remain a gene. (2) It must be *organism-independent*; i.e., be as valid for bacteria as for a virus or a higher eukaryote. (3) It should be a statement of a *simple idea*, rather than listing various mechanisms and exceptions. (4) It should be practical enough so that one can *readily enumerate genes* and answer a question like “How many genes are there in the human genome?” (5) It should be *compatible with other biological nomenclature* that makes use of the idea of a digital gene. For instance, it should be consistent with term regulome, which represents the complete set of regulatory interactions in an organism.

**A proposed updated definition**

There are three aspects to the definition that we will list below, before providing the succinct definition:

1. A gene is a genomic sequence (DNA or RNA) directly encoding functional product molecules, either RNA or protein.
2. In the case that there are several functional products sharing overlapping regions, one takes the union of all overlapping genomic sequences coding for them.
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3. This union must be coherent—i.e., done separately for final protein and RNA products—but does not require that all products necessarily share a common subsequence.

This can be concisely summarized as:

The gene is a union of genomic sequences encoding a coherent set of potentially overlapping functional products.

Figure 5 provides an example to illustrate the application of this definition.

Aspects and implications of the definition

There are important implications of this definition.

Collapsing in simple cases

In simple cases where the gene is not discontinuous or there are no overlapping products, our definition collapses to the classical version of being a DNA sequence that codes for a protein or RNA product.

Projecting down in taking union

In our proposed definition of a gene, different functional products of the same class (protein or RNA) that overlap in their usage of the primary DNA sequence are combined into the same gene. This overlap is done by projecting the sequence of the final product (either amino acid or RNA sequence) down onto the original genomic sequence from which it was derived. One could in principle overlap the sequences of the final products (“projecting up”); however, since annotation of genes is done for genomic DNA, we think our choice is the most consistent with current practice. An obvious point that should still be stated is that, when looking at genomic products with common sequence segments, mere sequence identity is not enough; the products have to be encoded directly from the same genomic region. Thus, paralogous proteins may share sequence blocks, but DNA sequences coding for them reside in separate locations in the genome, and so they would not constitute one gene.

Frameshifted exons

There are cases, such as that of the CDKN2A (formerly INK4a/ARF) tumor suppressor gene (e.g., Quelle et al. 1995), when a pre-mRNA can be alternatively spliced to generate an mRNA with a frameshift in the protein sequence. Thus, although the two mRNAs have coding sequences in common, the protein products may be completely different. This rather unusual case brings up the question of how exactly sequence identity is to be handled when taking the union of sequence segments that are shared among protein products. If one considers the sequence of the protein products, there are two unrelated proteins, so there must be two genes with overlapping sequence sets. If one “projects” the sequence of the protein products back to the DNA sequence that encoded them (as described above), then there are two sequence sets with common elements, so there is one gene. The fact that these two proteins’ sequences are simultaneously constrained, such that a mutation in one of them would simultaneously affect the other one, suggests that this situation is not akin to that of two unrelated protein-coding genes. For this reason, generalizing from this special case, we favor the method of taking the union of the sequence segments, not of the products, but of the DNA sequences that code for the product sequences.

Regulatory regions not included

Although regulatory regions are important for gene expression, we suggest that they should not be considered in deciding whether multiple products belong to the same gene. This aspect of the definition results from our concept of the bacterial operon. The fact that genes in an operon share an operator and promoter region has traditionally not been considered to imply that their protein products are alternative products of a single gene. Consequently, in higher eukaryotes, two transcripts that originate from the same transcription start site (sharing the same promoter and regulatory elements) but do not share any sequence elements in their final products (e.g., because of alternative splicing) would not be products of the same gene. A similar logic would apply to multiple transcripts sharing a common but distant enhancer or insulator. Regulation is simply too complex to be folded into the definition of a gene, and there is obviously a many-to-many (rather than one-to-one) relationship between regulatory regions and genes.

Final products, not transcript clusters

As the updated definition emphasizes the final products of a gene, it disregards intermediate products originating from a genomic region that may happen to overlap. For example, an intronic transcript clearly shares sequences with an overlapping larger transcript, but this fact is irrelevant when we conclude that
Figure 5. How the proposed definition of the gene can be applied to a sample case. A genomic region produces three primary transcripts. After alternative splicing, products of two of these encode five protein products, while the third encodes for a noncoding RNA (ncRNA) product. The protein products are encoded by three clusters of DNA sequence segments (A, B, and C; D; and E). In the case of the three-segment cluster (A, B, and C), each DNA sequence segment is shared by at least two of the products. Two primary transcripts share a 5′ untranslated region, but their translated regions D and E do not overlap. There is also one noncoding RNA product, and because its sequence is of RNA, not protein, the fact that it shares its genomic sequences (X and Y) with the protein-coding genomic segments A and E does not make it a co-product of these protein-coding genes. In summary, there are four genes in this region, and they are the sets of sequences shown inside the orange dashed lines: Gene 1 consists of the sequence segments A, B, and C; gene 2 consists of D; gene 3 of E, and gene 4 of X and Y. In the diagram, for clarity, the exonic and protein sequences A–E have been lined up vertically, so the dashed lines for the spliced transcripts and functional products indicate connectivity between the proteins sequences (ovals) and RNA sequences (boxes). (Solid boxes on transcripts) Untranslated sequences, (open boxes) translated sequences.

the two products share no sequence blocks. This concept can be generalized to other types of discontinuous genes, such as rearranged genes (e.g., in the immunoglobulin gene locus, the C segment is common to all protein products encoded from it), or trans-spliced transcripts (where one pre-mRNA can be spliced to a number of other pre-mRNAs before further processing and translation). This implies that the number of genes in the human genome is going to increase significantly when the survey of the human transcriptome is completed. In light of the large amount of intertwined transcripts that were identified by the ENCODE consortium, if we tried to cluster entire transcripts together to form overlapping transcript clusters (a potential alternate definition of a gene), then we would find that large segments of chromosomes would coalesce into these clusters. This alternate definition of a gene would result in far fewer “genes,” and would be of limited utility.

Alternative splicing

In relation to alternatively spliced gene products, there is the possibility that no one coding exon is shared among all protein products. In this case, it is understood that the union of these sequence segments defines the gene, as long as each exon is shared among at least two members of this group of products.

UTRs

5′ and 3′ untranslated regions (UTRs) play important roles in translation, regulation, stability, and/or localization of mRNAs.

When using a strict definition of regions encoding the final product of a protein-coding gene, these regions would no longer be considered part of the gene, as is often the case in current usage. Moreover, protein-coding transcripts that share DNA sequence only in their untranslated regions or introns would not be clustered together into a common gene. By removing UTRs from the definition of a gene, one can avoid the problem of multiple 5′ and 3′ ends clouding the delineation of the gene and also avoid a situation in which upstream or trans 5′ leader sequences are spliced onto a protein coding sequence. Moreover, it has been observed that most of the longer protein-coding transcripts identified by ENCODE differ only in their UTRs, and thus our definition is quite transparent to this degree of transcript complexity.

Gene–associated regions

As described above, regulatory and untranslated regions that play an important part in gene expression would no longer be considered part of the gene. However, we would like to create a special “category” for them, by saying that they would be gene-associated. In this way, these regions still retain their important role in contributing to gene function. Moreover, their ability to contribute to the expression of several genes can be recognized. This is particularly true for long-range elements such as the beta-globin LCR, which contributes to the expression of several genes, and will likely be the case for many other enhancers as their true gene targets are mapped. It can also be applied to untranslated regions that contribute to multiple gene loci, such as the long spliced transcripts observed in the ENCODE region and trans-spliced exons.

Disjointed sets of genomic sequence

For clarity in the discussion, we refer to “DNA” when meaning genomic sequences in general. Our proposed definition is applicable to all genomes, including that of RNA viruses. In complex cases, the gene turns out not to correspond to a discrete single genetic locus, as sequences coding for its product(s) may be widely separated in the genome. In particular, because the gene is a set of sequences shared among the products, there is no requirement of connectivity between these sequences and the sequences that happen to connect them need not be part of the gene. Thus, members of a sequence can be on different strands of a chromosome or even on separate chromosomes. This means that trans-spliced transcripts belong to one gene.

Conclusion: What is function?

The classical view of a gene as a unit of hereditary information aligned along a chromosome, each coding for one protein, has
changed dramatically over the past century. For Morgan, genes on chromosomes were like beads on a string. The molecular biology revolution changed this idea considerably. To quote Falk (1986), “... the gene is [...] neither discrete [...] nor continuous [...], nor does it have a constant location [...] nor a clearcut function [...] not even constant sequences [...] nor definite borders.” And now the ENCODE project has increased the complexity still further.

What has not changed is that genotype determines phenotype, and at the molecular level, this means that DNA sequences determine the sequences of functional molecules. In the simplest case, one DNA sequence still codes for one protein or RNA. But in the most general case, we can have genes consisting of sequence modules that combine in multiple ways to generate products. By focusing on the functional products of the genome, this definition sets a concrete standard in enumerating unambiguously the number of genes it contains.

An important aspect of our proposed definition is the requirement that the protein or RNA products must be functional for the purpose of assigning them to a particular gene. We believe this connects to the basic principle of genetics, that genotype determines phenotype. At the molecular level, we assume that phenotype relates to biochemical function. Our intention is to make our definition backwardly compatible with earlier concepts of the gene.

This emphasis on functional products, of course, highlights the issue of what biological function actually is. With this, we move the hard question from “what is a gene?” to “what is a function?”

High-throughput biochemical and mutational assays will be needed to define function on a large scale (La et al. 2002, 2003). Hopefully, in most cases it will just be a matter of time until we acquire the experimental evidence that will establish what most RNAs or proteins do. Until then we will have to use “placeholder” terms like TAR, or indicate our degree of confidence in assuming function for a genomic product. We may also be able to infer functionality from the statistical properties of the sequence (e.g., Ponjavic et al. 2007).

However, we probably will not be able to ever know the function of all molecules in the genome. It is conceivable that some genomic products are just “noise,” i.e., results of evolutionarily neutral events that are tolerated by the organism (e.g., Tress et al. 2007). Or, there may be a function that is shared by so many other genomic products that identifying function by mutational approaches may be very difficult. While determining biological function may be difficult, proving lack of function is even harder (almost impossible). Some sequence blocks in the genome are likely to keep their labels of “TAR of unknown function” indefinitely. If such regions happen to share sequences with functional genes, their boundaries (or rather, the membership of their sequence set) will remain uncertain. Given that our definition of a gene relies so heavily on functional products, finalizing the number of genes in our genome may take a long time.
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