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Cloud computing Cloud computing and DNA sequencing
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Disk storage (Mbyles’s)

Defining Big Data
NOT JUST SIZE

The three Vs of Big Data: volume, variety and velocity
(D.Laney, 2001)

Elements of "Big Data" include:
*The degree of complexity within the data set

*The amount of value that can be derived from innovative
vs. non-innovative analysis techniques

*The use of longitudinal information supplements the
analysis
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Sequencing and storage cost
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Knowledge Discovery

Knowledge is a.pattern that exceeds certain threshold
of interestingness.

Factors that contribute to interestingness:
coverage
confidence
statistical significance
simplicity
unexpectedness
actionability

Genome sequencing costs
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Data Mining

» Data mining is the exploration and analysis,

by automatic or semiautomatic means, of
large quantities of data in order to discover
meaningful patterns and rules

* Common data mining tasks

— Classification

— Estimation

— Prediction

— Affinity Grouping
— Clustering

— Description

Knowledge Discovery

 Directed and Undirected KD
¢ Directed KD

— Purpose: Explain value of some field in terms
of all the others

— Method: We select the target field based on
some hypothesis about the data. We ask the
algorithm to tell us how to predict or classify it

— Similar to hypothesis testing (e.g., in regression
modeling) in statistics



Knowledge Discovery

* Undirected KD L . . .
— Purpose: Find patterns in the data that may ) CIaSSIfy.mg Qbservatlons ln_to_dlfferent
be interesting categories given characteristics
— Method: clustering, affinity grouping
— Closest to ideas of machine learning in

Classification

artificial intelligence Estimation
» Comparison ] )
— UKD helps us to recognize relationships & ) Rules that eXpl‘"’.“n. how to estimate a value
DKD helps us to explain them given characteristics
Prediction :
_ _ Clustering
* Rules that explain how to predict a future

value or classification, given + Segmenting a diverse population into

characteristics more similar groups
* In clustering, there are no pre-defined
.. . classes and no examples. Records are
Aﬁlnlty GrOUpmg grouped together by some similarity
 Grouping by relations (not by measure.
characteristics)

Knowledge Discovery

Data Mining
Transformation &
Reduction
Preprocessing
Cleaning
Selection &
Sarmnpling
@Datahase(s)
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